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Abstract. In this paper, a developed optimisation approach for train control optimisation problems is discussed. A mathemat-

ical model of train is developed and described. The model is used in optimisation algorithm, which is based on constraint 

programming paradigm. Sub-optimal control strategies in discrete time are found by algorithm and a set of sub-optimal solu-

tions depending on time available for operation is returned. Results in such form can be later used for optimisation of sched-

ule and a time limit allocation for each individual operation. An example of optimisation results is shown. It is concluded that 

this kind of algorithm can be applied practically, however it has limitations. The best application could be optimisation of 

simple operations e.g. shunting operations in station. 
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Introduction 

 

In this paper, a different approach to optimisation of 

train control is presented. 

An usual approach to optimisation of train control is 

using Bellman’s principle (Jastremskas 2012) or Hamil-

ton’s method (Howlett 2009). Presented algorithm how-

ever is not using any of before-mentioned methods. It is 

based on the constraint programming paradigm. It finds a 

set of sub-optimal solutions for a simple (well-known) 

case of train operation based on limitations applied to the 

motion of a train. 

If a general control strategy is known, search for the 

optimal control is a problem of finding optimal switching 

points between regimes of the control. Given time limita-

tion tlim there must exist a single optimal control of train 

for the minimal energy consumption. It must be noted, 

that this algorithm is used in discretised time, therefore 

solutions are not optimal. They are however sufficiently 

close to optimal solutions, and will be referred as sub-

optimal solutions. 

Model used for this calculation is not using typical 

simplifications, since numeric the integration method and 

the optimisation algorithm can deal with any arbitrary 

input. A train is not treated as a mass point; reduction of 

track profile is excluded, etc. 

This relatively simple algorithm while effective for 

finding solutions to simple problems, requires high compu-

tational effort, therefore its application is limited. Best 

application is simple problems, like shunting operations, or 

an analysis of track elements for local energy consumption 

optimisation in a global control optimisation strategy. 

 

Previous studies 

 

An optimal train control is researched by number of 

researchers. Many different approaches to this problem 

have been developed and used. It has been extensively 

used in the railway transport, and recently same approa-

ches have been implemented in other kinds of vehicles, 

e.g. solar powered vehicles. 

Most of recent research papers present optimisation 

algorithms that are based either on Bellman’s principle, 

e.g. Jastremskas (2012), or Hamilton’s method, e.g. How-

lett et al. (2009). 

Optimisation algorithms differ between optimisation 

of all journey of a train that solve control of a train from 

start of movement until stopping (Jastremskas 2012), or 

localised optimisation of control, that is implemented in a 

global control strategy (Howlett et al. 2009) latter is 

widely used for on board driver assistance equipment. 

A typical approach in mathematical modelling of a 

train is to discretise time (Jastremskas 2012; Lukasze-

wicz 2001). However some analytical optimisation meth-

ods for simple cases, of localised control are developed in 

a continuous time (Howlett et al. 2009). Some models 
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use position x as independent variable of differential 

equations that describe motion of a train. It is typical to 

discretise position as well. 

Most of models presented in research papers and de-

scribed in other literature are simplified in order to reduce 

calculation complexity. However if calculation is per-

formed using a computer, most of simplifications are not 

needed. They reduce accuracy while computation time is 

sometimes even increased. 

 

Mathematical model of train 

 

Equation of motion can be formulated in a following 

form: 
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where: 
dt

dv
 – acceleration of train, F – force of traction, 

depending on velocity v and control u. W – resistance to 

motion, depending on velocity v, position x and control u. 

B – force of braking, depending on velocity v and con-

trol u. M – mass of a train, including rotational mass of 

wheelsets. 

Usually resistance depends only on velocity and po-

sition. It is taken into account however, that locomotive’s 

rolling resistance increases without power applied to 

traction motors. Resistance caused by gravitational accel-

eration due to track gradient and resistance in curves of 

track are added to total rolling resistance W therefore; it 

also depends on a position of vehicle x. 

Although it is generally accepted that a train can be 

modelled as a point mass, Jastremskas (2012) showed, that 

error caused by such assumption is significant. This simpli-

fication decreases accuracy more when the train is longer, 

so it is especially important not to use it while calculating 

motion or heavy haul freight trains. A force caused by 

gravitational acceleration due to track gradient in this mod-

el is calculated for each individual wagon of the train. An 

option to simplify calculation by treating train as a point 

mass is however possible and implemented in algorithm. 

Time needed for a train to reach its destination can 

be calculated by: 
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Euler’s method of numeric integration is used to cal-

culate motion of train. Change of position of train and its 

velocity is found by iteratively solving following equa-

tions in discrete time: 
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where: ∆t – size of time step, i – number of time step, a –

 acceleration calculated using equation 1. 

Train control executed by the driver is represented 

by variable u. It is common to include only control of 

traction into this variable with two levels of control 

u(t) = {0,1} in the developed model control of braking 

was also defined in a same variable. Therefore control 

variable u has three levels u(t) = {–1,0,1}, where levels 

mean: braking, coasting, and traction respectively. Such 

approach simplifies implementation of algorithm. 

Energy consumed for the traction is calculated by in-

tegrating force of traction over distance travelled. 

 

 ∫X trdxF

0

. (4) 

 

Such approach doesn’t take into account efficiency 

of traction rolling stock, and energy consumption during 

coasting of train if diesel locomotive is used. However if 

needed an algorithm can be easily modified to include 

these parameters in model. 

 

Optimisation algorithm 

 
The algorithm is based on the constraint program-

ming paradigm and is derived from the brute force appro-

ach. With a known strategy of control, initial and end 

conditions and limitations to motion of train the algo-

rithm is searching for an optimal switching points 

between control regimes. The algorithm finds a set of 

control strategies that are optimal for different time limits 

of train operation. Results can be further used for schedu-

ling of operations or implementing result in global cont-

rol strategy. An example of algorithm usage is used to 

explain how it works. Single movement of train, using 

power-coast-braking strategy is optimised. Typical cha-

racteristics found in literature (Postol and Kuzmichev, 

2011) are used to model single locomotive and 20 freight 

wagons. Train has to move a distance x = 1000…1020 m 

on a level track. It starts stationary, and has to stop at the 

end between defined limiting points of position. 

 

First step – full power run 

 

First step of algorithm is finding a switching point 

for power-brake control strategy. Algorithm finds the 

switching point that minimises the travel time: t = tmin. 

This control strategy is fully defined by two varia-

bles: total travel time t, time that is used for traction ttr, 

rest of the time is used for braking tbr. Based on this con-

trol strategy a set of control strategies is found. 

 

Second step – iterative search for control strategies 

 

During a second step of algorithm switching points 

for power-coast-break control strategy are found. The 

time used for traction ttr is iteratively decreased by time 

steps, and then the rest of journey is calculated, by trial 

and error attempts, to find the shortest time to reach des-

tination. A coasting time tcst is increased until end condi-

tions are satisfied. Such approach can be classified 

between constraint programming and brute-force method 
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but since a number of constraining limitations are applied 

to search algorithm, it is closer to constraint programming 

paradigm. 

For each ttr one control strategy is found and, as 

soon as algorithm finds control strategy that satisfies 

constraints, iteration is ended, then new one for different 

traction time ttr is started. Such control strategy is fully 

defined by three variables: total travel time t, time that is 

used for traction ttr, time that is used for coasting tcst, rest 

of the time is used for braking tbr. 

For each control strategy obtained by second step 

energy usage is calculated by equation 5. This algorithm 

gives set of control strategies with different travel times 

and energy consumption. The dependence is shown in 

Figure 1. 

 

 
Fig. 1. Dependence between run time and energy consumption 

of train obtained by second step of optimisation algorithm 

 

Discretisation of a train control during optimisation 

introduces some error in results. First of all such appro-

ach does not let us get optimal result, only sub-optimal 

that is sufficiently near optimal. Second, as clearly visible 

in figure 1, some of solutions (marked by ×) while feasib-

le, are definitely not optimal for given run time t. It is 

worth noticing that the most of non-optimal strategies are 

obtained near shortest time runs, and that the full power 

run obtained in first step is non-optimal solution for this 

problem. The error caused by discretisation makes it ne-

cessary to post-process results, in order to eliminate non-

optimal values form the set. This is performed by third 

step of algorithm. 

 

Third step – post-processing of results obtained in 

second step 
 

Algorithm compares control strategies that have 

same run time, and eliminates the ones that use more 

energy to perform operation in same time. 

After removing values, which are known not to be 

optimal we get following dependence shown in Figure 2. 

It is now visible that for each unique run time there 

is only one control strategy that uses lowest (sub-optimal) 

amount of energy. Graph follows generally known de-

pendence between run time and energy consumption and 

gives sufficiently accurate values for this particular case. 

 

Fig. 2. Dependence between run time and energy consumption 

of train obtained by third step of optimisation algorithm 

 

To further explain the obtained result, a set of sub-

optimal control strategies is shown by plotting their ve-

locity profiles. Results are shown in Figure 3. 

 

 

Fig. 3. Speed profiles of motion of a train  

for different sub-optimal control strategies 

 

Here each line represents different control strategy. 

They differ in velocity, run time, and energy consump-

tion. It is also visible here that power-brake (full power) 

strategy for this problem is no longer in set of sub-

optimal control strategies as only the power-coast-brake 

strategies remained in the set of solutions. 

The obtained results can later be implemented in op-

timisation of operation scheduling. When multiple opera-

tions have to be performed in limited time, an algorithm 

can be developed to assign a time limit and control strat-

egy for each operation, in order to minimise total energy 

consumption of all operations. For example such ap-

proach can be used in planning of shunting operations in 

a station. 

 

Conclusions and research continuity 

 

1. Presented optimisation method can be practically 

applied, as demonstrated by an example. 

2. An algorithm is relatively simple and can be easi-

ly modified to implement new functionalities or change 

its application. 
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3. A discrete time optimisation cannot guarantee op-

timality. While solutions are sufficiently close to optimal, 

they must not be referred as optimal, they are sub-

optimal. 

4. Presented algorithm is limited, general strategy of 

control has to be known in advance, complicated cases 

while can be solved, requite substantial computational 

effort, and can better be solved using different algo-

rithms. 

5. In order to expand usability of train model and op-

timisation algorithm code of programme has to be impro-

ved. Efficiency needs to be increased to expand its field 

of application. 

6. Functionality of programme has to be expanded 

for better user experience and to allow its usage in practi-

cal applications. 

As mentioned, efficiency of the code has to be im-

proved this can be achieved by optimising the code of a 

programme. 

Additional features need to be implemented, to ex-

pand its usability and field of application. Code has to be 

applicable for a more general case of optimisation. 

To improve accuracy of model different method of 

numeric integration should be implemented e.g. second 

order Euler’s method, or Runge-Kutta method. 

Algorithm for operation schedule optimisation needs 

to be created, and interoperability of these two algorithms 

has to be guaranteed. 
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